Long Range Prediction and Reduced Feedback for Mobile Radio Adaptive OFDM Systems


Abstract—Adaptive orthogonal frequency division multiplexing (AOFDM) modulation is a promising technique for achieving high data rates required for wireless multimedia services. To accomplish efficient adaptive channel loading, the channel state information (CSI) needs to be fed back to the transmitter. Since the fading channel varies rapidly for fast vehicle speeds, long range fading prediction (LRP) is required for mobile radio AOFDM to insure reliable adaptation. We use past channel observations to predict future CSI and perform adaptive bit and power allocation for the OFDM system. We derive the minimum mean-square-error (MMSE) long-range channel prediction that utilizes the time and frequency domain correlation functions of the Rayleigh fading channel. Since the channel statistics are usually unknown, robust prediction methods that do not require the knowledge of the correlation functions are developed. Statistical model of the prediction error is created and used in the design of reliable adaptive modulation. In addition, several methods that significantly reduce the feedback load for mobile radio AOFDM systems are developed and compared. We use a standard sum-of-sinusoids model and our realistic physical model to validate performance of proposed methods. Simulation results demonstrate reliable performance and robustness of the proposed techniques, thus validating feasibility of AOFDM for rapidly varying mobile radio channels.
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I. INTRODUCTION

Continued increase in demand for all types of wireless services such as voice, data, and multimedia is fueling the need for higher capacity and data rate. Orthogonal frequency division multiplexing (OFDM) [1,2] has been proposed for use in high-speed wireless data applications due to its relatively simple receiver structure compared with single carrier transmission in frequency selective fading channels. In OFDM, the frequency band is divided into narrow subcarriers, and data bits are multiplexed onto these subcarriers. These systems eliminate the need for an equalizer by greatly reducing the intersymbol interference (ISI), and have been extremely popular in Digital Subscribe Line (DSL), digital audio and television broadcasting (DAB and DVB) in Europe and wireless Internet access.

Adaptive OFDM (AOFDM) system, similarly to adaptive modulation for single carrier flat fading channel [3–6,14,15], involves optimizing the modulation level and the transmit power over the entire frequency band to maximize the spectral efficiency. In a frequency selective fading channel, some subcarriers experience a deep fade while others are subject to channel gain. The spectral efficiency can be improved by allocating more bits to those subcarriers with favorable channel conditions than to those in a deep fade, as motivated by the “water filling” distribution [7]. Several practical integer-bit and power allocation algorithms have been addressed in [8–11] that perform the optimum or near-optimum loading of bit and power in an OFDM frame.

Since the channel is rapidly time variant for fast vehicle speeds, there is a mismatch between the channel quality that is estimated by the receiver and fed back to the transmitter, and that is actually experienced during the transmission of the following OFDM frame. This degrades the achievable performance gain of AOFDM, especially in rapidly time variant fading. Even in an open-loop system where the CSI is obtained by channel estimation at the transmitter as in time division duplex (TDD) operation [5], current CSI is not sufficient since future channel conditions need to be known to adapt transmission parameters. To realize the potential of AOFDM, the channel variations have to be reliably predicted at least several milliseconds ahead.
Recently, several techniques were developed to predict future behavior of the mobile channel. In [30], the multivariate adaptive regression splines (MARS) model was used to capture the dynamics for predicting parameters of wideband fading channels several millisecond ahead for fast vehicle speed. The sub-space based [24] root-MUSIC method [31] and ESPRIT type algorithm [32] were employed to estimate the power spectrum that constitutes the fading process. Then these sinusoids were extrapolated to predict future samples. These methods were tested using synthetic and measured data, and it was concluded that reliable prediction is feasible at least one wavelength into the future. An adaptive long-range prediction (LRP) method for flat fading channel was also proposed in [12–15]. This algorithm employs an autoregressive (AR) model to characterize the fading channel and computes the minimum mean-square-error (MMSE) estimate of a future fading coefficient based on a number of past observations. The advantage of this algorithm relative to conventional methods is due to its low sampling rate (on the order of twice the maximum Doppler shift and much lower than the data rate), which results in longer memory span and prediction further into the future for a fixed filter length. The low sampling rate also results in reduced feedback rate. The LRP can be implemented adaptively and thus is less complex and more robust than other fading prediction techniques. More recently, the LRP was extended to frequency selective channels. In [18,19], LRP and adaptive modulation using CSI of another carrier was addressed, and in [27], LRP for frequency hopping (FH) systems was investigated. In this work and [38], we develop the long-range prediction algorithms for OFDM systems. An ideal MMSE method that utilizes previous observations in time and frequency domain, and robust adaptive LRP algorithms are developed and compared. The LRP is utilized in adaptive bit and power allocation for the OFDM system. Statistical model of the prediction error is created and used in the design of reliable adaptive modulation based on the method proposed in [6]. Adaptive modulation was also combined with single carrier channel prediction in [14,15,33,34]. Adaptive OFDM with imperfect channel state information was analyzed in [35-37].

The fading channel is characterized as superposition of several scattered components. The accuracy of the LRP algorithm is determined by the rate of change of amplitude, frequency and phase associated
with each reflector [12,15–17]. However, the standard Jakes model or a stationary random process description does not capture the variation of these parameters. To validate the LRP, a realistic physical channel modeling based on the method of images was proposed in [15–17]. It was demonstrated in [15–17] that this physical model generates datasets that closely resemble measured data, and results of the LRP for the physical model and measured data are similar. In addition, this model can generate different scenarios to classify typical and challenging cases for testing the algorithm. These scenarios are more difficult to identify with the measured data. Thus, the physical model allows to test robustness and to determine practical constraints of the proposed adaptive transmission methods. In this paper, we employ this physical model to test performance of the LRP for AOFDM.

The transmitter can obtain the knowledge of the CSI to properly adapt the modulation parameters for each subcarrier from different sources. If the communication between the two stations is bi-directional and the channel can be considered reciprocal, as, for example, in TDD systems, then each station can estimate the channel quality on the basis of the received symbols and adapt the parameters to this estimation. This is called open-loop adaptation [5]. If the channel is not reciprocal, the receiver has to estimate channel quality from feedback resulting in closed-loop adaptation. The feedback load consumes power and bandwidth, and the fed back CSI needs to be quantized resulting in degraded performance. (Note that for many adaptive transmission applications, e.g., selective transmitter diversity or fixed power adaptive modulation, it is not necessary to feed back the actual fading coefficient. It is sufficient to send to the transmitter just the antenna selection or modulation index bits derived from the estimates of predicted values at the receiver. However, feedback of complex fading coefficients is required for some adaptive transmission applications and/or if the prediction is performed at the transmitter [15].) For AOFDM, the CSI is required for all subcarriers, resulting in high feedback load that increases for fast vehicle speeds due to high feedback rate. Hence feedback load should be minimized while providing sufficient information for the transmitter to predict the future CSI accurately. In this paper, we investigate reduction of the feedback load for closed loop systems by using the correlation induced by the multipath fading between the subcarriers.
The remainder of this paper is organized as follows. Section II introduces the channel model and statistics used to perform and test our prediction algorithms. In Section III, we first briefly describe the adaptive OFDM system, and then present the theoretical MMSE long-range prediction and robust prediction methods that do not require the knowledge of the channel statistics for the AOFDM system. In Section IV, robust adaptive bit and power loading for mismatched channel information is investigated and the reduced feedback techniques are explored. Computer simulation results are presented to demonstrate the effectiveness of the proposed system.

II. PROPAGATION MODEL AND CHANNEL STATISTICS

A. Channel statistics

The equivalent lowpass complex fading coefficients at $K$ subcarriers, $f^1 < f^2 < \ldots < f^K$, where $|f^i - f^j| \ll$ the carrier frequency $f_c$, can be closely approximated as [21]:

$$c(f^i, t) = \sum_{n=1}^{N} A(n) \exp\{j(2\pi f_d(n)t + \phi(n))\}, \quad i = 1, 2, \ldots, K$$  \hspace{1cm} (1)

In (1), for the $n^{\text{th}}$ path, $A(n)$ is the (real) amplitude and $f_d(n) = \frac{v}{c} \cos(\theta(n)) = f_{dm} \cos(\theta(n))$ is the Doppler shift, where $v$, $c$, $f_{dm}$, and $\theta(n)$ is the speed of the mobile, the speed of light, the maximum Doppler shift, and the incident angle of the path to the direction of the mobile, respectively. The phase difference for the $n^{\text{th}}$ path, $\phi(n) - \phi_j(n) = 2\pi \Delta f \tau(n)$ where $\Delta f = f^j - f^i$ is the frequency separation, and $\tau(n)$ is the excess propagation delay. Let $\{A, \Theta, \tau, \phi\}$ denote the set $\{A(n), \Theta(n), \tau(n), \phi_i(n), n=1 \ldots N\}$ that parameterizes this channel model. The $c(f^i, t)$ are distributed approximately as a zero mean complex Gaussian random variables. Therefore, the amplitudes $|c(f^i, t)|$ are Rayleigh distributed.

For a deterministic channel where $\{A, \Theta, \tau\}$ are known, the temporal average correlation function (TACF) [24] can be calculated from (1) as:

$$R_T(\Delta t, \Delta f) = \lim_{T \to \infty} \frac{1}{2T - |\Delta t|} \int_{-T + |\Delta t|/2}^{T - |\Delta t|/2} c(f^i, t-\Delta t/2) c^*(f^j, t+\Delta t/2) dt =$$

$$\sum_{n=1}^{N} A(n)^2 \exp\{-j2\pi f_d(n) \Delta t\} \exp\{j2\pi \Delta f \tau(n)\}$$  \hspace{1cm} (2)
Note that TACF does not depend on the parameters \( \{ \phi_i \} \). Assume \( \{ \phi_1(1) \ldots \phi_1(N) \} \) are mutually independent random variables uniformly distributed on \([0,2\pi]\). It can be readily shown from (1) that
\[
E_{\{|\Theta|\}}[c(f^i,t)c^*(f^j,t+\Delta t)|\{A_n,\theta_i,\tau_i\}] = \text{TACF in (2),}
\]
where \( E_{\{|\Theta|\}} \) denotes the statistical expectation over \( \{ \phi_i \} \).

For \( c(t) \) characterized as wide sense stationary uncorrelated scattering (WSSUS) [7], the *ensemble average correlation function* (EACF) for two fading signals with frequencies \( f^i \) and \( f^j \) with the time difference \( \Delta t \) and the frequency separation \( \Delta f = f^j - f^i \) is defined as
\[
R_{E}(\Delta t, \Delta f) = E_{\{|\Theta|\}}[c(f^i,t)c^*(f^j,t+\Delta t)].
\]
Equivalently, \( R_{E}(\Delta t, \Delta f) \) is the statistical average of the TACF over \( \{A_n,\theta_i,\tau_i\} \), i.e.,
\[
R_{E}(\Delta t, \Delta f) = E_{\{|\Theta|\}}[E_{\{|\phi|\}}[c(f^i,t)c^*(f^j,t+\Delta t)|\{A_n,\theta_i,\tau_i\}]].
\]
It can be factored into the time-domain correlation function \( R_t(\Delta t) \) and the frequency domain correlation function \( R_f(\Delta f) \) as [23,20]:
\[
R_{E}(\Delta t, \Delta f) = \Omega R_t(\Delta t) R_f(\Delta f)
\]
where \( \Omega = E[|c(f^i, t)|^2] \) is the average power of the fading signals. (We normalize \( \Omega \) to 1 throughout the paper.) Assume \( \theta(n) \) is uniformly distributed around \( 2\pi \), and the propagation delay \( \tau(n) \) is exponentially distributed [21] with the probability density function (pdf)
\[
p(\tau) = \frac{1}{\sigma} \exp\left\{-\frac{\tau}{\sigma}\right\}
\]
where \( \sigma \) is the *rms* delay spread [22]. Then \( R_t(\Delta t) = J_0(2\pi fdm\Delta t) \) is the zero order Bessel function [21] and
\[
R_f(\Delta f) = \frac{1}{1+(2\pi \Delta f \sigma)^2} + j\frac{2\pi \Delta f \sigma}{1+(2\pi \Delta f \sigma)^2}.
\]
We define \( f_{dm}\Delta t \) and \( \Delta f\sigma \) as the *normalized time difference* (NTD) and the *normalized frequency separation* (NFS), respectively. Note that (3) is expressed in terms of these normalized quantities.

The Jakes model [21] is widely used to model the fading channel. In this method, N equal strength multipath components in (1) are equidistant on the unit circle, i.e., \( \theta(n) = 2\pi n/N \), and \( A(n) \) are given by the same constant value for all \( n = 1,2\ldots N \). This model results in fixed TACF \( R_T(\Delta t, 0) \) since the incident angles \( \theta(n) \) and the amplitudes are fixed in (1). The function \( R_T(\Delta t, 0) \) approaches \( R_t(\Delta t) = J_0(2\pi fdm\Delta t) \) as \( N \) becomes large. (The performance analysis of the LRP for the Jakes model is presented in [13]). In this paper, we employ a standard modification of the Jakes model by modeling the incident angles \( \theta(n) \) as
independent and uniformly distributed on $[0,2\pi]$ instead of using fixed $\theta(n) = 2\pi n/N$. Moreover, we do not make use of approximations for large $N$ since spectral analysis of measured fading data strongly supports the conjecture that the complex baseband fading process is dominated by a moderate number of sinusoids [15-17]. We refer to this model as the random phase model (RPM). This model provides a more realistic environment for testing the LRP, while maintaining low complexity. The coefficients at different frequencies have the same parameters $\{A, \theta\}$, and propagation delay distribution is generated as in (4).

B. Physical model

In the Jakes and the RPM models discussed above, the parameters associated with the reflectors (the amplitudes, the Doppler shifts and the phases) are fixed once they are chosen. Thus, the correlation function (2) does not vary in time. However, in real mobile radio environments, the correlation function is time-variant and is affected by many factors such as the number and the locations of the reflectors, vehicle speed, carrier frequency, distance between the transmitter and the receiver, etc. The LRP predicts the channel far ahead, and requires large observation interval and memory span [15]. Therefore, the performance of this algorithm is affected by the variation in time of the parameters associated with the reflectors. In practice, this variation has to be taken into account in the estimation of the correlation function. Thus, realistic non-stationary modeling is necessary.

We have proposed a realistic physical model based upon the method of images combined with diffraction in [15,16,17]. This model can provide physical insights into the nature of the signal fading that affects the performance of the LRP algorithm. The geometry for generating the model data set used in this paper is shown in Fig. 1. The scattering objects are arranged approximately to the side of (group A) and in front of (group B) to the direction of the mobile. The fading amplitude is shown in Fig. 2. The carrier frequency is 900MHz, the maximum Doppler shift is 100Hz, and the sampling rate is 500Hz. The CSI is dominated by the reflectors that are closer. This is group A for the first $\sim600$ samples, and group B thereafter. Taking into account the direction of the mobile, we expect that the Doppler shift will rapidly change in both magnitude and sign, and the dominant amplitudes and phases will undergo significant variation during the transition period in the vicinity of sample 600. This is evident in Figure 2 as a faster
fading rate when the Doppler shifts are larger, for points >600, when group B reflections dominate. We use this transition interval to test the robustness of the LRP to parameter variation in Sections III and IV.

III. SYSTEM MODEL AND LONG RANGE PREDICTION

A. Adaptive OFDM System Model

Consider an OFDM signal with K subcarriers, symbol (block) duration $T_s$, and adjacent subcarrier (tone) spacing $\Delta f_s$. Assume the channel bandwidth of each subcarrier is much smaller than the coherence bandwidth and the channel state information does not change within one OFDM symbol duration $T_s$, but varies from symbol to symbol. The equivalent complex channel gain $H_s[n, k]$ at $n^{th}$ symbol block and $k^{th}$ subcarrier can be modeled as the samples of the time-varying frequency selective channel in (1) with the time domain and frequency domain sampling interval $T_s$ and $\Delta f_s$. From (2,3), the temporal and ensemble channel correlation functions for the OFDM symbols with block difference $\Delta n$ and tone spacing $\Delta k$ can be expressed as $R_T(\Delta n T_s, \Delta k \Delta f_s)$ and $R_E(\Delta n T_s, \Delta k \Delta f_s)$, respectively.

The uncoded AOFDM system aided by the LRP and reduced feedback considered in this paper is depicted in Fig. 3. The input data is allocated to the subcarriers according to the CSI fed back from the receiver. The LRP is employed to enhance the CSI accuracy. Let $a[n, k]$ denote the complex baseband symbols at $n^{th}$ block and $k^{th}$ tone. The received signal after OFDM demodulation can be expressed:

$$X[n, k] = H_s[n, k]a[n, k] + w[n, k]$$

(5)

where $w[n, k]$ is complex additive white Gaussian noise with variance $E[|w[n, k]|^2] = N_0$. Then frequency domain coherent channel estimation of the complex symbols associated with each of the K subcarriers is employed. A 2–D minimum mean square error channel estimator was proposed in [23]. Let

$$\tilde{H}_s[n, k] = H_s[n, k] + \tilde{w}[n, k]$$

(6)

denote the estimated CSI, where $\tilde{w}[n, k]$ is the estimation error modeled as white Gaussian noise with power spectrum $\tilde{N}_0$. We define the observation SNR as $E[|H_s[n, k]|^2]/\tilde{N}_0$. Due to the correlated subcarriers, the estimated CSI $\tilde{H}_s[n, k], k=1...K$, can be reduced and fed back to the long-range predictor at the transmitter at low rate. Alternatively, the predictor can be placed at the receiver between the
channel estimation and the reduced feedback blocks depending on the implementation issues such as complexity, performance and costs. The reduced feedback methods will be discussed in section IV. In this section, we assume that estimates of all subcarriers $\tilde{H}[n, k], k=1...K$ are available for the following long-range prediction algorithm.

B. MMSE Long Range Prediction

We derive the linear MMSE-based channel predictor for a multicarrier fading channel (1) where $\{A, \theta, \tau\}$ are fixed and the components of $\{\phi_i\}$ are mutually independent random variables uniformly distributed on $[0, 2\pi]$. One important parameter for the LRP is the sampling rate. For narrow band single carrier systems, the sampling rate of the LRP is much lower than the symbol rate [15]. While the symbol interval in OFDM systems is longer, it is still beneficial to choose the sampling rate of the LRP lower than the symbol rate. Let $\tilde{H}[n, k]$ denote the estimated CSI (as in (6)) with a sample interval $T_p$ (an integer multiple of the OFDM symbol interval $T_s$). The channel predictor for the CSI at the $k$th tone and the $n$th sample based on the $p$ previously observed samples at $K$ subcarriers can be constructed by:

$$
\hat{H}[n, k] = \sum_{j=1}^{p} \sum_{m=1}^{K} d^*(j, m) H[n-j, m] \tag{7}
$$

Provided that the correlation function (2) is known, the optimal filter coefficients $d_o(j, m)$ that minimize the conditional MSE $E[\phi_1 | (H[n, k] - \hat{H}[n, k]) | \{A, \theta, \tau\}]$ can be obtained by using the orthogonality principle [24]. The resulting MMSE $J_{\text{min}}$ is given by:

$$
J_{\text{min}} = 1 - \text{tr} [D^H G]. \tag{8}
$$

where $\text{tr}[\bullet]$ is the trace of a matrix, the subscript $H$ is Hermitian transpose and the matrix

$$
D = \begin{bmatrix}
  d_o(1,1) & d_o(1,2) & \cdots & d_o(1,K) \\
  d_o(2,1) & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  d_o(p,1) & \cdots & d_o(p,K) \\
\end{bmatrix}
$$

and

$$
G = \begin{bmatrix}
  r(1,k-1) & r(1,k-2) & \cdots & r(1,k-K) \\
  r(2,k-1) & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  r(p,k-1) & \cdots & r(p,k-K) \\
\end{bmatrix}
$$

where $r(\Delta n, \Delta k) = R_{\phi}(\Delta n T_p, \Delta k / f_s)$. This result serves as a theoretical foundation for our prediction problem and will be used in the performance analysis. The MMSE $J_{\text{min}}$ depends on the scattering
configuration \( \{A, \theta, \tau\} \) and number of waves \( N \) of the fading process. In general, the performance of our prediction method degrades as \( N \) increases [13, 20]. As \( N \) becomes large, the TACF (2) for the Jakes model and for the RPM approaches EACF (3) [21]. Therefore, \( J_{\text{min}} \) is upper-bounded by (8) with \( r(\Delta n, \Delta k) \approx R_f(\Delta n T_p) R_f(\Delta k \Delta f_0) \). Moreover, the linear MMSE prediction results in the maximum likelihood (ML) prediction given past observations due to the assumption of joint Gaussian distribution of the observations and future samples [25].

In the linear prediction algorithm (7), the optimum MMSE is achieved by observing previous symbols of multiple subcarriers. However, this method is very complex in practice. Moreover, we have found that if the SNR of the observed feedback samples is high, the improvement in the prediction accuracy when non-adjacent subcarriers’ observations are used relative to utilizing just past samples of desired and adjacent subcarriers is negligible [20]. In fact, for the asymptotic case when the TAFC approaches the EACF factorization (3), and when the CSI is noiseless, it is sufficient to use just the past samples of the desired subcarrier to achieve the optimal MMSE performance [20]. Thus, we propose to simplify the algorithm by using only previously observed samples at subcarrier \( k \) to predict the CSI \( H[n,k] \):

\[
\hat{H}[n, k] = \sum_{j=1}^{p} d_j^*(n) H(n - j, k) \quad k = 1, 2, \ldots, K
\]

Adjacent subcarriers can be easily incorporated to reduce the noise level at the cost of the system complexity. For the channel model (1), the same coefficient vector \( \mathbf{d}(n) = [d_1 \ d_2 \ldots d_p]^T \) in (9) can be employed for each subcarrier, since the MMSE solution is determined by TACF in (2) with \( \Delta f = 0 \). (More specifically, it was shown in [12] that for single carrier prediction, the coefficients \( d_j \) depend only on the Doppler shifts for that carrier. We assume the total bandwidth is sufficiently small to model the Doppler shifts as fixed in (1), although in practice the carrier dependency becomes more significant for large frequency separations.) Since the filter coefficient vector \( \mathbf{d}(n) \) are assumed tone-invariant, significantly reduced computational complexity and greatly improved tracking ability can be achieved for the adaptive prediction methods discussed in the following sections because all feedback observations can be used
jointly to update the coefficients. We call this method *simplified multiple carriers prediction* (SMCP).

Note that this tone invariability can be generalized to the case when observation of several adjacent carriers are used provided that the same number of adjacent carriers is employed on each side of the desired carrier [20]. This method extends to adaptive transmitter antenna diversity systems since the channels for all antennas have the same Doppler shifts [28].

The optimum MMSE channel prediction above relies on the knowledge of the time and frequency domain correlation functions (2). However, these correlation functions depend on the particular environment and usually are unknown. In addition, the coefficients $d(n)$ in (9) needs to be computed adaptively as the Doppler shifts in (1) vary with time. In the following section, we employ the adaptive Least Mean Square (LMS) and Recursive Least Squares (RLS) algorithms, which do not require the knowledge of the correlation functions of the channel, to update the prediction filter coefficients for the OFDM system. The error between the desired response and the predicted CSI at subcarrier $k$ is:

$$e[n, k] = H[n, k] - \sum_{j=1}^{K} d_j^*[n] \tilde{H}[n-j, k], \quad k = 1 \ldots K.$$  (10)

The average mean square error (AMSE) over all subcarriers is

$$AMSE = J(n) = \frac{1}{K} \sum_{k=1}^{K} |e[n, k]|^2.$$  (11)

This AMSE is used for updating the coefficients of the LMS and RLS algorithms. Note that the subcarriers are parameterized by the same $\{A, \theta, \tau\}$ but different phases $\{\phi\}$, where $\{\phi\} = \{\phi(1) \ldots \phi(N)\}, i = 1 \ldots K$. As the number of subcarriers $K$ increases, the phases $\{\phi\}$ become randomized, and thus $J(n) = E_{\{\phi\}}[|e[n, k]|^2|\{A, \theta, \tau\}]$ for any $k$, and a lower bound on AMSE tends to the conditional MMSE for the single carrier LRP $J_{smin}$

$$J_{smin} = J_{min} \text{ for } K = 1$$  (12)

where $J_{min}$ is defined in (7,8). Note that using AMSE in SMCP, we adapt the coefficient vector $d(n)$ jointly using the errors for all subcarriers. As discussed below, this improves accuracy and convergence relative to single carrier adaptive prediction [13,15,17,20]. We also observed that the prediction algorithm
is more robust to noise in the feedback signals compared to the single carrier prediction [14,15] for both the LMS and RLS algorithms if the adjacent subcarriers are employed for prediction.

Assume the first p (filter length) samples are available for all subcarriers. Define the desired samples at time \( p+n \) as \( \tilde{H}_d[n] = [\tilde{H}[p+n, 1], \tilde{H}[p+n, 2], ..., \tilde{H}[p+n, K]]^T \) and the input \( p \times p \) data matrix as:

\[
\tilde{H}[n] = \begin{bmatrix}
\tilde{H}(p+n-1,1) & \tilde{H}(p+n-1,2) & \cdots & \tilde{H}(p+n-1,K) \\
\tilde{H}(p+n-2,1) & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\tilde{H}(n,1) & \ddots & \ddots & \ddots \\
\end{bmatrix}
\]

This notation will be used in the following robust prediction algorithms.

C. LMS and RLS algorithms for AOFDM

The LMS algorithm uses the cost function \( J(n) \) in (11). The equations for updating the predictor coefficients, shown in Table 1, are derived by calculating the gradient vector \( \nabla J(n) \). From [24], the LMS learning curve depends on the step size \( \mu \) and the eigenvalue spread of the correlation matrix, which can be determined from the TAFC (2), of the input process. The selection of step size \( \mu \) is a trade-off between the convergence rate and the excess MSE:

\[
J_{ex}(n) = J(n) - J_{min}
\]

where \( J(n) \) and \( J_{min} \) are defined in (11) and (12), respectively.

With the RLS algorithm, the predictor coefficients are calculated so that they minimize the error \( e[n] \)

\[
e[n] = \sum_{i=1}^{n} \sum_{k=1}^{K} \lambda^{n-i} |e[i,k]| \quad \text{where} \quad 0 < \lambda \leq 1
\]

\( \lambda \) with \( 0 < \lambda \leq 1 \) is the forgetting factor that accounts for possible non-stationary of the input CSI. The resulting update equation for the predictor coefficient vector \( d[n] \) is shown in Table 2. The parameter \( \delta \) in the initialization procedure should be chosen small compared to the variance of the data samples. We use \( \delta = 0.01 \) in our simulation. For the RLS, the excess mean square error \( J_{ex}(n) \) for SMCP is derived similarly to that for the single carrier case [24]. Its learning curve, unlike LMS algorithm, is independent of the eigenvalue spread of the input process and decays almost linearly with \( nK \) (the convergence rate is approximately \( K \) times faster than for single carrier prediction). For \( \lambda \)
=1, \( J_{ex}(n) \) converges to zero, and for \( \lambda \) close to 1 and large \( K \), the \( J_{ex}(\infty) = J_{\min} \frac{(1-\lambda)p}{2K} \). Hence for large \( K \), \( J_{ex}(\infty) \approx 0 \). (While \( J_{ex}(\infty) \geq 0 \) in our example, for small values of \( K \) and proper choice of \( \lambda \) (close to 1 but not 1), it is possible for \( J_{ex}(\infty) \) to be smaller than 0 [20] due to the nonstationarity of the deterministic channel model (1) [29] and the fast tracking property of the RLS algorithm.) Thus, SMCP improves the convergence rate and the steady state MSE for the RLS relative to the single carrier prediction [12–15].

D. Numerical simulations

We use the RPM and the physical model to validate the performance of the LRP for the OFDM system. To test the performance of our prediction algorithm on the fading channel modeled by the RPM, \( N = 34 \) is chosen and multiple deterministic channel realizations are generated by using independent angles \( \{\theta\} \) and propagation delays \( \{\tau\} \). We apply the LRP for each independent realization and calculate the average AMSE (11). Furthermore, the \( J_{\min} \) (12) averaged over these independent realizations is presented for comparison. Note that when we use the RPM, each channel realization has different TACF. Thus, we can test the tracking ability and the prediction accuracy (AMSE) of our prediction algorithm in different scattering environments. This task cannot be accomplished using the Jakes model, where the incident angles are fixed. The prediction filter length \( p \) in (9) is 50. The maximum Doppler shift of 100 Hz is used in both models. The \( rms \) delay spreads is approximately 1\( \mu \)s in both channel models. To construct an OFDM symbol, assume that the entire channel bandwidth, 800kHz, is divided into 128 subcarriers. The symbol duration is 160\( \mu \)s. An additional 5\( \mu \)s guard interval is used to provide protection from ISI due to channel multipath delay spread. Thus the total block length is 165\( \mu \)s and the subcarrier symbol rate is approximately 6KHz. For each subcarrier, the fading signal is sampled at the low rate of 466Hz for the LRP (the prediction range is 1/466Hz = 2ms). In this paper, we assume reliable channel estimation and high effective SNR (80 dB) of the observed CSI. While the actual SNR of the observed samples might be much lower, noise reduction techniques can be employed to decrease the estimation error greatly [13,15,23,31,33]. Moreover, our investigation in [20] shows that degradation due to lower effective SNR values (e.g., 50 dB) is negligible. Therefore, accurate channel estimation assumed in this
paper is realistic and is not a limiting factor in the performance of adaptive prediction. Interpolation is utilized to predict channel coefficients at the subcarrier symbol rate [13–15].

Figure 4 demonstrates the average AMSE (11) over all the channel realizations for the SMCP method for the RPM model. When these results are compared with the single carrier prediction, we find that the excess mean square error for the LMS algorithm $J_{ex}(n)$ (13) of these two approaches is approximately the same given the same step size $\mu$ [20]. The MSE curve shown for $\mu=0.005$ corresponds to both methods. However, the single carrier algorithm diverges for large $\mu$, while for the SMCP (9), $\mu$ can be chosen as large as 0.1 without divergence, thus improving the convergence rate. As the NFS increases, larger step size $\mu$ can be chosen, resulting in faster convergence [20]. While the RLS has higher computational complexity than the LMS algorithm, its learning curve and the excess MSE $J_{ex}(n)$ (13) are significantly improved relative to the LMS. It is observed that the RLS algorithm converges rapidly with almost no excess MSE for $\lambda = 0.9$, whereas the LMS algorithm converges more slowly with significant excess MSE relative to the RLS algorithm. We also demonstrate the RLS algorithm for the Jakes model. We observe that for $\lambda = 0.9$, the AMSE of the more realistic RPM is better than that of the Jakes model.

In Fig. 5, the SMCP is explored for the physical model. It is demonstrated that during the transition period (from samples 500 to 700 in Fig. 2), the RLS with the forgetting factor $\lambda = 0.1$ has better tracking ability than that with $\lambda = 0.9$. Hence it is more robust to the non-stationary environment. The tracking results for the LMS algorithm are much poorer. The actual impact of the choice of adaptive tracking method should be measured by the performance of adaptive transmission (the MSE is not always indicative of this performance.) This impact is analyzed in Section IV.

IV. ADAPTIVE OFDM AND REDUCED FEEDBACK

A. Robust adaptive bit and power loading

In this paper, we employ channel loading optimization under the bit rate maximization (BRM) criterion, where the goal is to allocate the limited energy among the subcarriers to maximize the overall bit rate subject to a target bit error rate constraint [11]. A simplified loading method similar to [10] (see
[20] for the detailed description) is compared with the optimal Hughes-Hartogs algorithm [8] in the presence of imperfect CSI that results from prediction errors.

For each subcarrier we employ rectangular $M(i)$–QAM modulation [26] where $M(1)=0$, $M(i)=2^{i-1}$, $i=2...6$. Let $c^\hat{}$ denote the CSI obtained from the linear prediction algorithm (9) and $c$ the actual complex gain at a certain subcarrier. Hence $c^\hat{}$ and $c$ are jointly complex Gaussian and their amplitudes $\hat{\alpha}$ and $\alpha$ are both Rayleigh distributed. For subcarrier $k$, let $P (= E[|a[n, k]|^2]$ (5)) denote the transmitted signal power of the complex $M(i)$–QAM symbol that is determined by allocation algorithm. (Note the sum of the allocated powers for all subcarriers does not exceed the total power constraint $P_{\text{total}}$). Assume each subcarrier has the same noise power $N_0$ (see (5)). The SNR $\gamma_{M(i)} (= P/N_0)$ required to employ $M(i)$–QAM modulation given the predicted channel gain $\hat{\alpha}$ at the $k$th subcarrier can be found by numerical search to meet the bit error rate constraint $\text{BER}_c$:

$$\text{BER}_c = \int_0^{\infty} \text{BER}_{M(i)}(\gamma_{M(i)} x^2) p_{\alpha|\hat{\alpha}}(x) \, dx$$

(14)

where $\text{BER}_{M(i)}$, calculated from [26], is the bit error rate for the $M$–QAM modulation on the AWGN channel, and $p_{\alpha|\hat{\alpha}}$ the conditional probability density function of $\alpha$ given $\hat{\alpha}$, is given by [6,20]:

$$p(\alpha|\hat{\alpha}) = \frac{2\alpha}{(1-\rho)\Omega} I_0\left(\frac{2\sqrt{\rho\alpha\hat{\alpha}}}{(1-\rho)\Omega}\right) \exp\left(-\frac{\alpha^2}{1-\rho} + \frac{\rho\hat{\alpha}^2}{\Omega}\right)$$

(15)

where the parameter $\rho$ is the correlation coefficient between $\alpha^2$ and $\hat{\alpha}^2$:

$$\rho = \frac{\text{Cov}(\alpha^2, \hat{\alpha}^2)}{\sqrt{\text{Var}(\alpha^2)\text{Var}(\hat{\alpha}^2)}}$$

(16)

and $\Omega = E\{\alpha^2\} = 1$, $\hat{\Omega} = E\{\hat{\alpha}^2\}$ and $I_0$ is the 0th order modified Bessel function. Once the $\gamma_{M(i)}$ are calculated for each modulation level and each subcarrier, they are used to implement the Hughes-Hartogs and the simplified algorithm in the presence of imperfect CSI. The only difference in the implementation (relative to the perfect CSI case) is that the SNR $\gamma_{M(i)}$ in (14) is used in place of the ideal SNR required to achieve the BER with $M(i)$-QAM [26].
From (14) and (15), the required power to employ M–QAM modulation is dependent on the parameters $\rho$ and $\hat{\Omega}$. Nevertheless, it can be shown that when the estimated power $\hat{\Omega}$ is scaled to 1, the performance of adaptive modulation is not affected, so throughout the paper, we employ this normalization for simplicity, and the performance depends only on the parameter $\rho$. The average bits per symbol (BPS) vs. the correlation coefficient $\rho$ vs. the average SNR constraint given by $P_{\text{total}}/(KN_0)$ is shown in Fig. 6, where we assume each subcarrier has the same prediction accuracy $\rho$. The BER constraint for each subcarrier is $10^{-3}$. The correlation $\rho = 1$ corresponds to perfect prediction, while $\rho = 0$ represents the worst case when the BPS of the adaptive modulation converges to that of the non-adaptive M-QAM for given SNR and bit error rate constraint BER$_c$. It is observed that the simplified algorithm is near-optimal when $\rho$ is close to 1 and has performance loss less than 0.1 BPS for $\rho << 1$ compared with the optimal Hughes-Hartogs algorithm.

To reduce signaling overhead complexity and to accommodate the hardware constraints, we investigated the performance of the LRP and adaptive modulation where the modulation level remains constant over ten or even hundreds of symbols, and block loading, where neighboring subcarriers use the same modulation level [20]. Furthermore, the system can be simplified by assigning fixed power for each modulation level as in discrete rate discrete power adaptive modulation [3].

B. Feedback load reduction

In addition to adaptive channel loading, many other adaptive transmission techniques can be implemented in a wireless OFDM system. These include adaptive coding, adaptive transmitter antenna diversity and interference suppression at the transmitter. In a closed–loop system the transmitter obtains the CSI for this adaptive transmission from the receiver via a feedback channel. The prediction can be performed either at the transmitter or at the receiver, depending on the complexity and feedback requirements. In some adaptive transmission applications, it might be feasible to predict at the receiver and feed back the CSI parameters derived from the predictions (e.g., the modulation level and power for adaptive modulation). In other adaptive transmission techniques (e.g., adaptive antenna diversity), predicted channel gains are often required at the transmitter, and thus channel gains have to be fed back,
independent of whether the prediction is accomplished at the transmitter or receiver. This CSI is required for all subcarriers. It is desirable to minimize this feedback load since it consumes resources that would otherwise be used for data. At the same time, the feedback signal should carry enough information so the transmitter can perform reliable adaptive transmission.

In this section, we explore several methods for reducing the feedback of the OFDM signal vectors \( \tilde{H} = [\tilde{H}(n, 1) \ldots \tilde{H}(n, K)] \) (the estimates in (6) sampled at low rate) while insuring accurate reconstruction at the transmitter. Since \( \tilde{H} \) is modeled as Gaussian, the estimates of the reconstructed signals are formed as linear combinations of the signals that are fed back. The performance is measured by the correlation coefficient \( \rho \) between the reconstructed signals and actual CSI for each subcarrier and is dependent on the feedback density (FD) given by:

\[
FD = \frac{\text{Number of fed back symbols}}{\text{Total number of subcarriers}}
\]  

We also define the normalized feedback density (NFD) as:

\[
NFD = \frac{FD}{\text{normalized subcarrier frequency separation}}
\]

We assume non-quantized channel observations. In practice, the feedback symbols need to be quantized. However, due to the low feedback rate (sampling rate) required for the LRP and the reduced feedback feasible for AOFDM, fine quantization can be afforded without significantly reducing the achievable bit rate. Thus, the actual performance is expected to be close to that obtained for ideal non-quantized channel observations.

The first reduced feedback method utilizes Karhunen-Loeve (K-L) low rank modeling [24]. The K-L method requires the knowledge of the eigen-vectors of the correlation matrix of the feedback signal vector at both the transmitter and the receiver. For the fading channel characterized as WSSUS with the frequency domain correlation function \( R_f(\Delta f) \) (3), the \( K \times K \) correlation matrix defined as \( \mathbf{R} = E[\tilde{H} \tilde{H}^H] \) is computed from \( R_f(\Delta f) \). Let \( q_1, q_2 \ldots q_K \) be the eigenvectors associated with \( K \) eigenvalues \( (\lambda_1 > \lambda_2 > \ldots > \lambda_K) \) of the matrix \( \mathbf{R} \). The vector \( \tilde{H} \) can be expressed as a linear combination of these eigenvectors as
\[ \hat{H} = \sum_{i=1}^{K} v_i q_i. \] (19)

The coefficients \( v_i \) of the expansion are zero-mean, uncorrelated random variables defined by the inner product \( v_i = q_i^H \tilde{H} \). From (19), we can reduce the feedback by sending only \( v_i \) for \( i = 1 \ldots m \) and to approximately reconstruct \( \tilde{H} \) at the transmitter by \( \hat{H} = \sum_{i=1}^{m} v_i q_i, \ m < K \). Hence the feedback density (17) is \( m/K \). The reconstruction error vector is defined by \( e = \hat{H} - \tilde{H} \). It can be shown that the mean square error is \( E[e^H e] = \sum_{i=m+1}^{K} \lambda_i \), [24]. Thus, accurate reconstruction is achieved if the eigenvalues \( \lambda_{m+1}, \ldots, \lambda_K \) are very small. The number of significant eigenvalues depends on the rms delay spread, frequency separation, and the number of the subcarriers and can be shown to be small for typical OFDM channels.

Since computation of the basis of the \( K\)-\textit{L} low rank modeling [24] requires the knowledge of the channel correlation function, we propose to utilize the discrete Fourier basis and transform the CSI \( \tilde{H} \) using the inverse discrete Fourier transform (IDFT). This choice is meaningful since the IDFT corresponds to the channel impulse response. The \( K \)-point IDFT of the CSI \( \tilde{H} \) is given by \( I(m) = \frac{1}{K} \sum_{k=1}^{K} \tilde{H}(n,k) \exp\{j2\pi(k-1)/(K(m-1))\}, \ m = 1 \ldots K \). The samples \( I(m) \) are relatively small for \( m > \tau \max \Delta f K \), where \( \tau \max \) is the maximum excess delay, \( \Delta f \) is the subcarrier frequency separation and \( K \) is the total number of subcarriers. This suggests that \( FD > \tau \max \Delta f K \) is required to obtain good performance. In OFDM channels, \( K \) is chosen much larger than \( \tau \max \Delta f K \) (i.e. \( \Delta f << 1/\tau \max \)) to avoid intersymbol interference (ISI). Thus, the transformed signal \( I(m) \) can be truncated, fed back to the transmitter and reconstructed by the DFT.

Alternatively, we can directly feed a subset of the CSI samples \( \tilde{H} \) back to the transmitter without any transformation. The feedback signals are sampled uniformly over the entire frequency band. The original signal can be reconstructed by interpolation or using the MMSE criterion if the correlation functions are
known. This method results in different accuracy for each subcarrier and increases the complexity of the bit and power allocation. We call this method \textit{direct reduced feedback with linear interpolation}.

For all reduced feedback methods, the performance depends on the \textit{rms} delay spread and the subcarrier frequency separation. Furthermore, it will affect the LRP accuracy and hence the performance of the adaptive loading algorithm. Therefore, there is a tradeoff between the feedback load and the performance of the AOFDM.

\textbf{C. Numerical simulation for AOFDM and reduced feedback}

We use the RPM and the physical model to validate the performance of our AOFDM system aided by the LRP with reduced feedback. The target BER for the adaptive OFDM system is $10^{-3}$. The system parameters are described in section III. The performance of the prediction algorithm using reduced feedback methods for different SNR constraint is shown in Fig. 7 for the RPM. The signals are reduced by several methods and fed back to the transmitter. The transmitter predicts the next OFDM channel coefficient vector, estimates the prediction accuracy $\rho$, and performs adaptive bit and power allocation. It is shown that for the KL method, performance is near optimal when the NFD (18) is larger than 6. This implies from (18) that only 4 symbols need to be fed back for a 128-subcarrier OFDM system with normalized subcarrier frequency separation 0.005. For the practical IDFT method, the performance loss is less than 0.5 BPS at NFD = 6 as opposed to 1 BPS loss for the direct reduced feedback method with linear interpolation ("RLS+Linear intp" curve). The choice of the feedback density provides a trade-off between the feedback load and the prediction accuracy, and hence the transmission rate.

The average BPS of the AOFDM for different prediction algorithms for the RPM and physical channel models is plotted in Fig. 8. Perfect feedback is assumed. Note that the spectral efficiency will be slightly less than the average BPS due to the guard interval used to eliminate the ISI. Comparison reveals that the RLS has better performance than the LMS algorithm for the RPM and non-stationary physical model. The performance of the RLS algorithm for the RPM is near-optimal (not shown), whereas the loss is less than 0.5 dB for the physical model compared to the perfect knowledge of CSI. Note that although we employ high effective observation SNR = 80 dB for our simulation, we observed the achievable BPS
is approximately the same as long as the effective observation SNR > 40 dB. The performance of the AOFDM using the outdated CSI samples (1 ms delay) without prediction for the RPM is also shown in Fig. 8. Calculation of thresholds for this case was studied in [6]. We found that even very small delay causes significant loss of the bit rate for fast vehicle speeds when accurate LRP is not utilized. For example, the delay of 1ms for \( f_{\text{dm}} = 100\text{Hz} \) corresponds to the correlation coefficient \( \rho = 0.9 \) in (16). This results in the bit rate loss about 1.5 bits/symbol for the target BER = 10\(^{-3}\) and the SNR per symbol = 25 dB assuming stationary Rayleigh fading channel, while prediction results in near-optimal BPS for non-stationary channels.

V. CONCLUSION

A mobile radio AOFDM system aided by the long-range prediction and reduced feedback was investigated. A realistic physical model and a stationary random phase model were employed to validate the prediction performance. The simulation results demonstrated that accurate long range prediction is required to achieve the potential of adaptive OFDM system for fast vehicle speeds and realistic delays. Specifically, the RLS LRP that uses combined observations of all carriers was shown to enable adaptive loading for the physical model and practical OFDM parameters. Finally, several methods were developed to reduce the feedback load, and it was shown that the IDFT method offers significant feedback load reduction while maintaining near-optimal spectral efficiency.
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Fig. 1. Geometry of the physical modeling
Fig. 2. Physical model data set
Fig. 3. Block diagram of an adaptive OFDM system
Fig. 4. Performance of different adaptive prediction methods for the random phase model.
Fig. 5. Performance of different adaptive prediction methods for the physical model.
Fig. 6. BPS vs. $\rho$ for different SNR for adaptive OFDM system. $\text{SNR} = \frac{P_{\text{total}}}{KN_0}$. 
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Fig. 7. Performance comparison for different reduced feedback methods.
Fig. 8. Comparison of average BPS performance for adaptive OFDM aided by different prediction methods for the RPM and physical model.
\( d(0) = 0 \)

For each time instance, \( n=1,2\ldots \), compute

\[
\xi(n) = \tilde{H}_d(n) - d(n-1)\tilde{H}(n)
\]

\[
d(n) = d(n-1) + \mu \frac{1}{R} \tilde{H}(n) \xi^*(n)
\]

Table 1. LMS algorithm for OFDM channel prediction

---

Initialize the algorithm by setting

\[
P(0) = (\tilde{H}(1)\tilde{H}^H(1) + \delta I)^{-1}
\]

\( \tilde{d}(0) = 0 \)

For each time instance, \( n=1,2\ldots \), compute

\[
k(n) = \frac{\lambda^{-1} P(n-1) \tilde{H}(n)}{1 + \lambda^{-1} \tilde{H}^H(n) P(n-1) \tilde{H}(n)}
\]

\[
\xi(n) = \tilde{H}_d(n) - d(n-1)\tilde{H}(n)
\]

\[
d(n) = d(n) + k(n) \xi^*(n)
\]

\[
P(n) = \lambda^{-1} P(n-1) - \lambda^{-1} k(n) \tilde{H}^H(n) P(n-1)
\]

Table 2. RLS algorithm for OFDM channel prediction